






4.3.2 Maps 
Table 1. details some of the mapping strategies explored. 
Different components from the various colour spaces have 
been used to drive different granular parameters. In some 
cases not all of the image information is used. 

The most intuitive link between colour and sound was found 
to be mapping pixel lightness to grain volume. Bright colours are 
louder. General conclusions are discussed below (see 
Evalutation). 
 
 

Table 1.  Four pixel-to-GS parameter maps. 

Map GS parameter Colour component 
Grain position HSV Hue  

Volume of grain HSL Lightness 

1 

Pitch - 

Grain position HSV Saturation  

Volume of grain HSL Lightness 

2 

Pitch - 

Grain position HSV Hue  

Volume of grain HSL Lightness 

3 

Pitch HSV Saturation 

Grain position HSV Lightness  

Volume of grain HSL Saturation 

4 

Pitch - 
 
 

 

5. IMPLEMENTATION 
The implementation was done in SuperCollider. SuperCollider 
offers a sophisticated Object Oriented DSP environment tightly 
bound to Graphical User Interface widgets. SuperCollider also 
has strong support for granular synthesis techniques. 

Due to the high volume of granular processing required to 
spatialise images (9,000,000 grains per second) real time 
rendering is not possible on current desktop computers. On a 
Macbook Pro Core2duo, the rendering of one second of audio 
(using 60x60 pixel images) takes around a minute. Again, 
SuperCollider caters well for the non-real-time scenario through 
its Score objects. 

A GUI developed in SuperCollider consists of the image 
spatialiser and an ambisonic player as shown in Figure 5. 
However, this represents only the last mile of the compositional 
process since image and video editing software is also used to 
author and edit the sequence of images spatialised. 

6. EVALUATION 
A number of tests were conducted to evaluate the resultant spatial 
and sonic interest of the different mapping strategies. These tests 
used different source audio files and different image sequences. 

The spatialisation in Figure 5 shows a video of a torch 
moving around. The resultant audio can be heard in 5.1 surround 
here: http://soundofspace.com/a/62. The same sound can be heard 
mixed down to stereo but accompanying its source video here: 
http://vimeo.com/9202956. 

It was quickly apparent that the most significant 
characteristic of the spatial soundscapes produced was caused by 
the modeling of the speed of sound. Since pixels are spaced 10m 
apart the farthest pixels in any image are around 420m away from 
a centrally located listener. This distance represents a time-of-
arrival delay of around 1.25 seconds. 

Figure 6 illustrates how one shape, representing a sounding 
object 300m wide, will produce sound where the farthest parts of 

 
 Figure 5. Screenshot of the SuperCollider GUI showing a 60x60 pixel image, and spatial rendering parameters. 
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the sound will arrive at the listener considerably later than the 
closer parts. This resembles reverberation.  

 
 

 
Figure 6. Image shows a lens flare, from a digital camera, 

used as a sonic map. Due to the speed of sound, the listener 
(at x) will hear sound emitted from pixel B 500msec after 

sound emitted from pixel A. This causes a sort of 
unidirectional reverberation effect. 

 
However, unlike room-modelled reverberation, where both 

first reflections and diffuse reflections typically arrive from every 
direction, this reverberation is somewhat unidirectional. There are 
no real reflections, all sounds arrive directly from the object. 
Sounds emitted from a far part of the object will arrive much 
later. The spatialisation of this image can be heard at 
http://soundofspace.com/a/61. 

This unidirectional reverberation might be a psychoacoustic 
cue related to the perception of size in extremely large sounding 
objects. 

The image in Figure 7, showing a sequence of discs 100m 
apart, was designed to confirm the accuracy of the spatial 
acoustic modeling. It highlights three spatial audio 
characteristics: the speed of sound; each disc will be heard 
separately with a small (150msec) time gap between them; 
direction: each sound will move incrementally to the right of the 
listener; and atmospheric sound absorption: each disc will lose 
volume sequentially in the higher frequencies. The spatialisation 
of this image can be heard at http://soundofspace.com/a/60. 

 
 

 
Figure 7. A synthetic image designed to confirm the spatial 

acoustic modelling of the interface developed. 
 

Figure 8 shows an image designed to test one pixel-to-
granular-parameter mapping strategy; pixel hue is mapped to the 
grain position in the source audio file. Each colour will activate 
the playing of different grains. The spatialisation of this image 
can be heard at http://soundofspace.com/a/59. 

 
 

 
Figure 8. A synthetic image designed to confirm that hue has 

been accurately mapped to granular position. 
 

7. CONCLUSION 
In this paper, an interface for spatial audio composition has been 
presented. The interface allows composers to work with spatial 
audio cues usually not modelled in software environments. 

The technique offers some interesting insights into the 
challenges of building interfaces for spatial audio composition. It 
demonstrates that images can be used to quickly and easily author 
location and size. It also highlights that a spatial audio interface 
must somehow negotiate the effects produced by the speed of 
sound. Sounds triggered simultaneously will not necessarily be 
heard simultaneously. Should the spatial composer think of sound 
in terms of when it is triggered, or when it is heard? 

It is too early to say whether this realistically-modeled time 
delay is an inhibitor to the spatial composer or a benefit in that it 
forces the composer to think of sound in space in real terms. 
Perhaps designing such spatial sound artifacts into compositional 
structure holds the key to a spatial audio aesthetic. 

The perception of sound source size is achieved through the 
decorrelation of multiple sound streams. However, the 
predominant characteristic of a large sounding object is the 
resultant unidirectional reverberation produced as a result of the 
same sound being emitted from different distances. 

As our understanding of spatial audio cues deepens and 
software tools evolve, the spatial composer’s bag of tricks will 
expand. This expansion will need be equally met with efforts to 
develop appropriate interfaces that both accurately model spatial 
cues but also liberate the composer to find expression for their 
ideas. 
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